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Abstract—The integration of radar sensors and communication
networks as envisioned for the 6G wireless networks poses
significant security risks, e.g., the user position information
can be released to an unauthorized dual-functional base station
(DFBS). To address this issue, we propose an intelligent surface
(IS)-assisted radar stealth technology that prevents adversarial
sensing. Specifically, we modify the wireless channels by tuning
the phase shifts of IS in order to protect the target user from
unauthorized sensing without jeopardizing the wireless commu-
nication link. In principle, we wish to maximize the distortion
between the estimated angle-of-arrival (AoA) by the DFBS and
the ground truth given the minimum signal-to-noise-radio (SNR)
constraint for communication. Toward this end, we propose
characterizing the problem as a game played by the DFBS and
the IS, in which the DFBS aims to maximize a particular utility
while the IS aims to minimize the utility. Although the problem
is nonconvex, this paper shows that it can be optimally solved
in closed form from a geometric perspective. According to the
simulations, the proposed closed-form algorithm outperforms the
baseline methods significantly in combating unauthorized sensing
while limiting the impacts on wireless communications.

Index Terms—Intelligent surface (IS), radar stealth, unautho-
rized dual-functional base station (DFBS), closed-form algorithm.

I. INTRODUCTION

The integration of radar sensors and communication net-
works is an emerging technology for the 6G wireless network.
Although the integrated sensing and communications (ISAC)
technology is extensively pursued in the next-generation net-
work, not every user terminal is willing to be a part of it
because of the privacy concerns. Some user terminals may only
want to access the communication service without their posi-
tions being sensed by the dual-functional base station (DFBS).
The existing approaches include electromagnetic stealth [1]
and spoofing [2]. Electromagnetic stealth reduces the signal
reflection by covering the target with electromagnetic wave-
absorbing materials, while the spoofing technique generates
interfering signals to mislead the radar detection.

Although one could prevent the DFBS from sensing the
target user by sending an interfering co-spectrum signal or
stealth coating, the intelligent surface (IS) is a much more
economical option because it is a simple passive device with-
out any RF chains or high-cost wave-absorbing materials [3].
Meanwhile, emitting an active interfering signal can violate the
radiocommunication rule or even commit a criminal offense,
whereas using the IS to reflect incident signals is utterly
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legitimate. The notion of IS can be traced back to 2010s
[3]. An IS is a planar surface composed of a (large) array
of cheap reflective elements, each adjusting the phase shift of
its induced reflected channel. The IS was initially proposed
to enhance the wireless communication only [3]. Many more
recent works consider using the IS to enhance radar sensing
along, namely the IS-assisted ISAC [4]–[8]. Among these
works, a self-sensing IS architecture is proposed in [8], where
sensors are installed to detect the target position through
signals sent by the IS controller. The research on using the
IS to suppress sensing is still at an early stage, with only a
limited number of works in the area. For instance, [9] suggests
using the IS to reduce the reflected radar signal power by
the Lagrange multiplier method, and [10] considers a similar
problem setup and develops a semi–closed-form solution based
on the Karush-Kuhn-Tucker (KKT) condition. Differing from
the above two attempts, [11] uses the IS to redirect the radar
echo signal and thereby create a so-called deceptive angle-
of-arrival (AoA) for the radar set. Moreover, [12] considers
a more complicated scenario in which the authorized and
unauthorized radar sets coexist; it devises a penalty dual
decomposition method for the IS phase shift optimization to
hinder the radar reception at the unauthorized radar sets. While
the above works all assume that the channel state information
(CSI) is available more or less, another recent work [13]
pursues an anti-sensing IS configuration in the absence of CSI.

The present work is quite distinct from the aforementioned
works in the following three respects. First, our goal is to
maximize the distortion between the estimated AoA by the
unauthorized DFBS and the ground truth, while previous
works mostly adopt a Cramér-Rao bound objective. Second,
most existing works [9]–[12] assume that the IS is deployed
at the target as depicted in Fig. 1(a), whereas we assume that
the IS is deployed in the environment as depicted in Fig. 1(b).
Third, aside from mitigating the radar detection, we aim to
preserve the communication quality at the same time; this is
reflected by the signal-to-noise-radio (SNR) constraint of the
communication signal. The resulting optimization problem is
nonconvex, but we show that it can be optimally solved in
closed form after some utility-based approximation.

II. SYSTEM MODEL

Consider a wireless system as shown in Fig. 1(b). The DFBS
is serving a user terminal in the downlink. The DFBS has
one transmit antenna (TA) and M radar reception antennas
(RA). Assume that the DFBS attempts to detect the AoA of
the user terminal without getting authorized. Thus, the DFBS
plays a dual role: it is a legitimate transmitter for wireless
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Fig. 1: Two types of IS deployment.

communications and in the meanwhile is an adversary that
imposes risk to the privacy of the user terminal. An IS with
N reflective elements is deployed somewhere in the cellular
network to prevent the unauthorized sensing. Denote by Θ ≜
diag(θ1, . . . , θN ) the phase shift array of the IS, where each
θn is the phase-shift complex exponential with |θn| = 1, i.e.,
a phase shift of ∠θn is induced in the reflected propagation
channel associated with the n-th reflected element. Notice that
although this paper considers the passive IS without signal
amplification, the proposed algorithm can be readily applied
to the active IS case in which the IS is capable of amplifying
the incident signals [14], so that the reflected echo signals shall
be even stronger. The IS in our model is owned and controlled
by the receiver, while the DFBS is assumed to be unaware of
the IS deployment. The optimization of the phase shifts at the
IS is conducted at the receiver side. For the CSI acquisition,
the receiver first tries out different phase shifts on the IS and
then measures the corresponding received signal sent from the
DFBS, thereby recovering the CSI as in [15].

For ease of notation, we use the index 1 to indicate the
channel from the TA to the user terminal, the index 2 the
channel from the TA to the IS, the index 3 the channel from
the IS to the user terminal, the index 4 the channel from the
user terminal to the RA set, and the index 5 the channel from
the IS to the RA set, as shown in Fig. 1(b). We assume that
each transmission block consists of L channel uses. For the
transmit signal x ∈ CL×1 from the DFBS, the received signal
y⊤
U ∈ C1×L at the user terminal is given by

y⊤
U = (h1 + h⊤

3 Θh2)x
⊤ + z⊤U , (1)

where h1 ∈ C, h2 ∈ CN×1, h3 ∈ CN×1, and the additive
background noise zU ∈ CL×1. We remark that the transmit
signal x ∈ CL×1 carries the downlink information, and
also that the DFBS uses the corresponding echo for sensing.
Following the ISAC setting in [16], we assume that x ∈ CL×1

is i.i.d. with a power constraint P .
Moreover, the echo heard by the DFBS can be computed as

YR = ζ(h4 +H5Θh3)(h1 + h⊤
3 Θh2)x

⊤ + ZR, (2)

where h4 ∈ CM×1, H5 ∈ CM×N , ζ is the reflection
coefficient of the radar cross-section of the user terminal, and
ZR ∈ CM×L is the additive background noise at the DFBS.

Further, following the previous works [9]–[12], [17], [18],

we model the above channels as

h1 = α1ξ1, h2 = α2ξ2ξI(ψ
AoA
2 ), h3 = α3ξ3ξI(ψ

AoD
3 ),

h4 = α4ξ4ξR(ψ
AoA
4 ), H5 = α5ξ5ξR(ψ

AoA
5 )ξI(ψ

AoD
5 )⊤,

where {ξ1, ξ2, ξ3, ξ4, ξ5 ∈ C} are the phase-shift complex
exponentials of the different channels, {ψAoA2 , ψAoA4 , ψAoA5 }
are the AoA for the different channels, {ψAoD3 , ψAoD5 } are the
angle-of-departure (AoD) for the different channels, ξI(·) ∈
CM×1 is the steering vector of the IS, ξR(·) ∈ CN×1 is the
steering vector of the RA set, and {α1, α2, α3, α4, α5 ∈ R} are
the path-loss coefficients. In particular, because the TA and the
RA set are in close proximity to each other, we can assume that
the associated path-loss coefficients are approximately equal,
i.e., α1 ≈ α4 and α2 ≈ α5. Likewise, we can further assume
that ψAoA2 ≈ ψAoD5 as in [19].

III. PROBLEM FORMULATION

Aside from the downlink transmission, the DFBS wishes
to sense the AoA of the user terminal, ψAoA4 . Recall that the
DFBS is unaware of the IS and its related channels, so it
models the received echo signal as

ỸR = ζh4h1x
⊤ + ZR = ζα2

1ξ1ξ4ξR(ψ
AoA
4 )x⊤ + ZR, (3)

in contrast to the actual model in (2). Based on the echo signal
ỸR, the DFBS estimates ψAoA4 jointly with α = ζα2

1ξ1ξ4 by
the maximum likelihood method [20] as

(α̃, ψ̃AoA4 ) = arg min
α′,ψ′

∥∥∥vec(ỸR)− α′
(
I⊗ ξR(ψ

′)
)
x
∥∥∥ . (4)

For fixed ψ′, the optimal estimate of α in (4) is given by

α̃ =
xH(I⊗ ξR(ψ

′)H)

∥(I⊗ ξR(ψ′))x∥22
vec(ỸR). (5)

After substituting (5) into (4), we obtain the estimate of ψAoA4 :

ψ̃AoA4 = argmax
ψ′
|x⊤ỸH

R ξR(ψ
′)|2. (6)

The task of the IS is to hinder the above estimation1. Thus, the
IS design problem is to optimize the phase shift array Θ to
maximize the AoA estimation error (averaged over the random
x and ZR):

max
Θ

Ex,ZR

[∣∣∣∣( argmax
ψ′
|x⊤YH

R ξR(ψ
′)|
)
− ψAoA4

∣∣∣∣] (7a)

s.t.
P

σ2
|(h1 + h⊤

3 Θh2)|2 ≥ η, |θn| = 1,∀n (7b)

where η in (7b) is the minimum SNR threshold for ensuring
the communication quality.

IV. PROPOSED IS OPTIMIZATION METHOD

Problem (7) is intractable because the maximum likelihood
estimator cannot be written in closed form. We first propose
approximating (7) as an inner-product utility maximizing
problem. Then we show that the new problem can be solved
geometrically despite its nonconvexity.

1There are certain surveillance scenarios that enforce the target sensing,
which can be addressed through legislation, e.g., by limiting the IS size.
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A. Problem Approximation

The maximum likelihood estimate of ψ̃AoA4 at the DFBS in
(6) can be rewritten as

argmax
ψ′

∣∣x⊤YH
R ξR(ψ

′)
∣∣

≈ argmax
ψ′

∣∣∣ζ∗E[|[x]l|2]gHξR(ψ
′) + E

[
[x]l[Z]

H
l ξR(ψ

′)
]∣∣∣

=argmax
ψ′

∣∣(h4 +H5Θh3)
HξR(ψ

′)
∣∣ . (8)

where g = (h4 +H5Θh3)(h1 + h⊤
3 Θh2). In (8), the second

step follows by the law of large numbers, while the last
step follows by E

[
[x]l[Z]

H
l ξR(ψ

′)
]
= 0. Thus, the maximum

likelihood estimate of ψ̃AoA4 at the DFBS is in essence to max-
imize the above inner product. By the above approximation,
the objective function in (7a) becomes∣∣∣∣( argmax

ψ′

∣∣(h4 +H5Θh3)
HξR(ψ

′)
∣∣ )− ψAoA4

∣∣∣∣ . (9)

Now we assume that the DFBS learns from a “genie” the
true ψAoA4 , and uses it to replace the estimated ψAoA4 in (9).
Consequently, problem (7) is approximated as

min
Θ

∣∣(h4 +H5Θh3)
HξR(ψ

AoA
4 )

∣∣ (10a)

s.t.
P

σ2
|(h1 + h⊤

3 Θh2)|2 ≥ η, |θn| = 1,∀n. (10b)

The above problem can be interpreted as an inner-
product utility optimization, in which the new inner product∣∣(h4 +H5Θh3)

HξR(ψ
AoA
4 )

∣∣ mimics the original inner prod-
uct

∣∣(h4 +H5Θh3)
HξR(ψ

′)
∣∣ in (8) that reflects the capability

of the DFBS to sense ψAoA4 . The aim of the IS is to minimize
the inner-product utility under the communication constraint.

B. Proposed Algorithm

The inner-product utility problem in (10) is still difficult
due to its nonconvexity. Nevertheless, we show that it can be
optimally solved in closed form by means of geometry. First,
introduce the variable

ν = α2h
⊤
3 ΘξI(ψ

AoA
2 ), (11)

and thereby rewrite the reflective channels in (2) as

h⊤
3 Θh2 = ξ2ν and H5Θh3 = ξ5ξR(ψ

AoA
5 )ν. (12)

Further, the objective function (10a) can be recast to∣∣(hH4 + ξ∗5ξR(ψ
AoA
5 )Hν∗)ξR(ψ

AoA
4 )

∣∣ . (13)

Lemma 1. The feasible region of ν in (10) is given by

V =

{
ν : |h1 + ξ2ν|2 ≥

ησ2

P
, |ν| ≤ Nα2α3

}
. (14)

Proof. We first show that the feasible region is a subset of V .
According to the definition, ν can be rewritten as

ν = α2α3ξ3

N∑
n=1

θn[ξI(ψ
AoD
3 )]n[ξI(ψ

AoA
2 )]n. (15)

Since |ξ3| = |θn[ξI(ψAoD3 )]n[ξI(ψ
AoA
2 )]n| = 1,∀n, ν must

satisfy |ν| ≤ Nα2α3. Substituting the equality h⊤
3 Θh2 =

ξ2ν into (7b), we obtain the constraint |h1 + ξ2ν|2 ≥ ησ2

P .
Therefore, the necessity is proved.

We now further show that V is a subset of the feasible
region. There always exists a set of phase shifts {θ1, . . . , θN}
that satisfy (15) for an arbitrary ν ∈ V . When N is
an even number, these phase shifts can be set as θn =
ψn[ξI(ψ

AoD
3 )]∗n[ξI(ψ

AoA
2 )]∗n for n ∈ {1, . . . , N} with

ψn =

{
ej(∠

ν
α2α3ξ3

+arccos
|ν|

α2α3N ), if n is even,
2ν

α2α3ξ3N
−ej(∠

ν
α2α3ξ3

+arccos
|ν|

α2α3N), if n is odd.

When N is an odd number, we then let

ψn =

{
ej(∠

ν̄
α2α3ξ3

+arccos
|ν̄|

α2α3N ), if n is even,
2ν̄

α2α3ξ3N
−ej(∠

ν̄
α2α3ξ3

+arccos
|ν̄|

α2α3N ), if n is odd,

where ν̄ = ν − α2α3ξ3ψN , and particularly let

ψN =

{
ej(∠

ν
α2α3ξ3

+arccos
α2α3
2|ν| ), if |ν| ≤ (N − 1)|α2α3|,

ej
ν

α2α3ξ3 , if |ν| > (N − 1)|α2α3|.

The proof is then completed.

Moreover, we have∣∣(hH4 + ξ∗5ξR(ψ
AoA
5 )Hν∗)ξR(ψ

AoA
4 )

∣∣2 =

|ξR(ψAoA5 )HξR(ψ
AoA
4 )|2|ν|2 + |α1|2M2

+ 2 · ℜ
(
α∗
1ξ

∗
4Mξ5ξR(ψ

AoA
4 )HξR(ψ

AoA
5 )ν

)
. (16)

Define

a = |ξR(ψAoA5 )HξR(ψ
AoA
4 )|2, (17)

b = α1ξ4Mξ∗5ξR(ψ
AoA
5 )HξR(ψ

AoA
4 ). (18)

Now, in light of Lemma 1 and the above notation simplifica-
tion, problem (10) can be further rewritten as

min
ν

a|ν|2 + 2 · ℜ(b∗ν) (19a)

s.t. |h1 + ξ2ν|2 ≥
ησ2

P
(19b)

|ν| ≤ Nα2α3. (19c)

Solving the above problem can be interpreted as projecting − b
a

to the closes point inside the feasible region, as illustrated in
Fig. 2, where the blue and green circles denote the boundaries
set by (19b) and (19c) respectively, and the feasible region is
highlight in green. If the unconstrained optimal solution, − b

a ,
is given by the red point in Fig. 2, then the optimal solution for
(19) will be the green point on the right, i.e., the intersection of
the green circle (|ν| = Nα2α3) and the line segment between
− b
a and the origin point.
There are 6 candidates for the point closest to − b

a : ν1 =

− b
a , ν2 = Nα3α2e

j(∠(h1ξ
∗
2 )+arccos(

ησ2/P−(Nα3α2)2−|h1|2
2Nα3α2|h1| )),

ν3 = Nα3α2e
j(∠(h1ξ

∗
2 )−arccos(

ησ2/P−(Nα3α2)2−|h1|2
2Nα3α2|h1| )), ν4 =

σ
√

η
P e

j∠(−b/a+h1ξ
∗
2 ) − h1ξ∗2 , ν5 = −σ

√
η
P e

j∠(−b/a+h1ξ
∗
2 ) −

h1ξ
∗
2 , ν6 = Nα3α2e

j∠(−b/a), ν7 = −Nα3α2e
j∠(−b/a). These

candidates can be geometrically explained as follows. If the
unconstrained optimal solution − b

a lies within the feasible
region, then the optimal solution νopt for problem (19) is
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Fig. 2: Feasible region of ν in problem (19).

Algorithm 1 IS Beamforming Against Unauthorized ISAC
1: Compute the seven candidates S = {ν1, . . . , ν7}.
2: for s = 1, . . . , 7 do
3: if |h1 + ξ2νs|2 < ησ2

P or |νs| > Nα2α3 then
4: S ← S\{vs}
5: end if
6: end for
7: νopt = argminν∈S |(hH4 +ξ∗5ξR(ψ

AoA
5 )Hν∗)ξR(ψ

AoA
4 )|2

and θn = ψn[ξI(ψ
AoD
3 )]∗n[ξ(ψ

AoA
2 )]∗n.

ν1 = − b
a . If − b

a is outside the feasible region, the optimal
solution νopt for problem (19) has three possible cases: (i) νopt
is located at the intersection of the boundaries set by (19b)
and (19c) (the yellow points in Fig. 2); (ii) νopt is located
at the intersection of the boundary set by (19b) and the line
connecting − b

a and −h1ξ∗2 (the blue points in Fig. 2); (iii) νopt
is located at the intersection of the boundary set by (19c) and
the line connecting − b

a and the origin point (the green points
in Fig. 2). The optimal solution of problem (19) is the one that
achieves the smallest objective value and satisfies constraints
(19b) and (19c). After obtaining the optimal solution νopt,
the corresponding optimal phase shifts Θ can be recovered as
θn = ψn[ξI(ψ

AoD
3 )]∗n[ξI(ψ

AoA
2 )]∗n. Algorithm 1 summarizes

the proposed method for (10).

V. SIMULATIONS

This section details simulations to validate the efficacy of
the proposed method. As illustrated in Fig. 3, the DFBS,
user, and IS are located at (10, 20, 0), (5,−5, 0), and (0, 0, 0),
respectively. Denote by {d1, d2, d3, d4, d5} the distance of the
different channels in Fig. 1(b). Following [21], the path loss is
modeled as αi = 10−(30+22 log10 di)/20 for i ∈ {1, 2, 3, 4, 5}.
The phase-shift complex exponentials are given by

ξ1 = e−j
2π
λ d1ej

2π
λ ϵR cos(ψAoA

4 ), ξ2=e
−j 2π

λ d2ej
2π
λ ϵR cos(ψAoA

5 ),

ξ3 = e−j
2π
λ d3 , ξ4 = e−j

2π
λ d4 , ξ5 = e−j

2π
λ d5 ,

where ej
2π
λ ϵR cos(ψAoA

4 ) and ej
2π
λ ϵR cos(ψAoA

5 ) follow from the
array response of the TA and the RAs, respectively. As shown
in Fig. 3, the reflective elements of the IS are deployed on the
y-z plane, and the antennas of the DFBS are deployed along
the x-axis direction. The steering vectors are given by

ξI(ϑ)=
(
1Nz
⊗(1, e−j 2π

λ ϵI cos(ϑ), . . . , e−j
2π
λ ϵI(Ny−1) cos(ϑ))

)⊤
,

User

(5,-5,0)

DFBS

(10,20,0)

IS

(0,0,0)

x

y

z

Radar Reception

Antennas

Transmit 

Antenna

Fig. 3: Network topology of our simulations.

(a) (b)

Fig. 4: The AoA estimation error versus the IS location.

ξR(ϑ) = (1, e−j
2π
λ ϵR cos(ϑ), . . . , e−j

2π
λ ϵR(M−1) cos(ϑ))⊤,

where Ny and Nz denote the number of reflective elements
per row along the y-axis direction and per column along the
z-axis direction, respectively, ϵR and ϵI denote the antenna
spacing and reflective element spacing respectively.

Assume that the IS has N = 300 reflective elements with
Ny = 30 and Nz = 10. The BS has M = 4 RAs. The transmit
power and the noise power are P = 10 dBm and σ2 = −110
dBm, respectively. The transmission takes L = 1000 time
slots, and the wavelength is λ = 0.06 meters. The anten-
nas and reflective elements are half-wavelength spacing, i.e.,
ϵR=ϵI = 0.03 meters.

We compare the proposed scheme with two benchmarks.
The first is an exhaustive approach that computes the op-
timal ν that maximizes the distance between the actual
AoA ψAoA4 and the AoA in (8). The second is called the
max-inner method that optimizes ν by maximizing |(hH4 +
ξ∗5ξR(ψ

AoA
5 )Hν∗)ξR(ψ

AoA
5 )|2 subject to constraints (19b) and

(19c). Notice that the optimal ν for the max-inner method can
be obtained through an algorithm similar to Algorithm 1.

Fig. 4 shows the angle estimation error (in degrees) between
the actual and estimated AoAs across different methods versus
the IS location. The IS is positioned at (0, y, 0) and (x, 0, 0)
in Figs. 4(a) and 4(b), respectively. Fig. 4 illustrates that the
error of the proposed method is close to that of the exhaustive
approach, and typically larger than that of the max-inner
method. Notice that the error varies with the IS position since
the changes in AoA and AoD will affect the beam pattern of
the signals [19].

Fig. 5 illustrates the angle estimation error (in degrees) and
the corresponding ν as a function of Ny . Fig. 5(a) shows that
the error of the proposed method is larger than that of the max-
inner method, and is close to that of the exhaustive approach
for small Ny . As Ny increases, the errors from all methods
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(a) angle estimation error vs. Ny (b) computing ν

Fig. 5: The angle estimation error vs. the number of reflective
elements along the y-axis direction.

Fig. 6: The angle estimation error vs. the SNR enhancement.

converge, and the error of the proposed method decreases. This
trend is explained in Fig. 5(b) which plots the ν’s computed
from different methods. The black and white circles represent
the boundaries set by constraints (19b) and (19c), respectively.
The feasible region for each Ny is within the corresponding
white circle, excluding the region enclosed by the black circle.
As Ny increases, the white circle enlarges, leading the optimal
ν for each method towards the unconstrained optimal. For low
Ny , the optimal ν of the proposed method (blue points) aligns
closely with that of the exhaustive method. However, with
higher Ny , these blue points diverge towards their convergence
point, deviating from the optimal ν’s of the exhaustive method
and diminishing the performance. Nonetheless, the proposed
method still surpasses the max-inner method.

Fig. 6 shows the angle estimation error vs. the SNR en-
hancement which is based on the without IS case. The error
of the proposed method aligns with the global maximum
and exceeds that of the max-inner method at high SNR
enhancements, but is slightly less when SNR enhancement is
below 2 dB. It remains constant with SNR changes because
the optimal solution ν6 is independent of η.

VI. CONCLUSION

This paper considers using the IS to modify the wireless
environment to enable radar stealth in the presence of unau-
thorized ISAC. We propose the notion of inner-product utility
to quantify the capability of the DFBS to sense the target AoA.
Although the resulting anti-sensing problem with the commu-
nication SNR constraint is nonconvex, we show that it admits
a closed-form solution from a geometric viewpoint. According
to the simulation results, the proposed phase shifting algorithm
for the IS can significantly hinder the adversarial sensing while
limiting the side effects on communications.

REFERENCES

[1] H. Ahmad, A. Tariq, A. Shehzad, M. S. Faheem, M. Shafiq, I. A. Rashid,
A. Afzal, A. Munir, M. T. Riaz, H. T. Haider, A. Afzal, M. B. Qadir, and
K. Zubair, “Stealth technology: Methods and composite materials—a
review,” Polym. Compos., vol. 40, no. 12, pp. 4457–4472, Jun. 2019.

[2] X. Fang, M. Li, S. Li, D. Ramaccia, A. Toscano, F. Bilotti, and D. Ding,
“Diverse frequency time modulation for passive false target spoofing:
Design and experiment,” IEEE Trans. Microw. Theory Techn., vol. 72,
no. 3, pp. 1932–1942, Mar. 2024.

[3] Q. Wu, S. Zhang, B. Zheng, C. You, and R. Zhang, “Intelligent
reflecting surface-aided wireless communications: A tutorial,” IEEE
Trans. Commun., vol. 69, no. 5, pp. 3313–3351, May 2021.

[4] R. Liu, M. Li, H. Luo, Q. Liu, and A. L. Swindlehurst, “Integrated
sensing and communication with reconfigurable intelligent surfaces: Op-
portunities, applications, and future directions,” IEEE Wirel. Commun.,
vol. 30, no. 1, pp. 50–57, Feb. 2023.

[5] M. Rihan, A. Zappone, S. Buzzi, G. Fodor, and M. Debbah, “Passive
versus active reconfigurable intelligent surfaces for integrated sensing
and communication: Challenges and opportunities,” IEEE Network,
vol. 38, no. 3, pp. 218–226, May 2024.

[6] Y. Fang, S. Zhang, X. Li, X. Yu, J. Xu, and S. Cui, “Multi-IRS-enabled
integrated sensing and communications,” IEEE Trans. Commun., vol. 72,
no. 9, pp. 5853–5867, Sept. 2024.

[7] Z. Xing, R. Wang, and X. Yuan, “Joint active and passive beamforming
design for reconfigurable intelligent surface enabled integrated sensing
and communication,” IEEE Trans. Commun., vol. 71, no. 4, pp. 2457–
2474, Apr. 2023.

[8] X. Shao, C. You, W. Ma, X. Chen, and R. Zhang, “Target sensing with
intelligent reflecting surface: Architecture and performance,” IEEE J.
Sel. Areas Commun., vol. 40, no. 7, pp. 2070–2084, 2022.

[9] B. Zheng, X. Xiong, J. Tang, and R. Zhang, “Intelligent reflecting
surface-aided electromagnetic stealth against radar detection,” IEEE
Trans. Signal Process., vol. 72, pp. 3438–3452, 2024.

[10] X. Xiong, B. Zheng, A. L. Swindlehurst, J. Tang, and W. Wu, “A
new intelligent reflecting surface-aided electromagnetic stealth strategy,”
IEEE Wirel. Commun. Lett., vol. 13, no. 5, pp. 1498–1502, May 2024.

[11] H. Wang, B. Zheng, X. Shao, and R. Zhang, “Intelligent
reflecting surface-aided radar spoofing,” 2024. [Online]. Available:
https://arxiv.org/abs/2405.06951

[12] X. Shao and R. Zhang, “Target-mounted intelligent reflecting surface
for secure wireless sensing,” IEEE Trans. Wireless Commun., vol. 23,
no. 8, pp. 9745–9758, Aug. 2024.

[13] P. Staat, S. Mulzer, S. Roth, V. Moonsamy, M. Heinrichs, R. Kronberger,
A. Sezgin, and C. Paar, “IRShield: A countermeasure against adversarial
physical-layer wireless sensing,” in Proc. IEEE Symp. Secur. Priv., 2022,
pp. 1705–1721.

[14] Z. Kang, C. You, and R. Zhang, “Active-IRS-aided wireless communi-
cation: Fundamentals, designs and open issues,” IEEE Wirel. Commun.,
vol. 31, no. 3, pp. 368–374, 2024.

[15] H. Sun, W. Mei, L. Zhu, and R. Zhang, “User power measurement based
IRS channel estimation via single-layer neural network,” in Proc. IEEE
Global Commun. Conf., 2023, pp. 6579–6584.

[16] Z. Cheng, B. Liao, S. Shi, Z. He, and J. Li, “Co-design for over-
laid MIMO radar and downlink MISO communication systems via
Cramér–Rao bound minimization,” IEEE Trans. Signal Process., vol. 67,
no. 24, pp. 6227–6240, Dec. 2019.

[17] Y. Han, S. Zhang, L. Duan, and R. Zhang, “Double-IRS aided MIMO
communication under LoS channels: Capacity maximization and scal-
ing,” IEEE Trans. Commun., vol. 70, no. 4, pp. 2820–2837, Apr. 2022.

[18] X. Song, J. Xu, F. Liu, T. X. Han, and Y. C. Eldar, “Intelligent reflecting
surface enabled sensing: Cramér-Rao bound optimization,” IEEE Trans.
Signal Process., vol. 71, pp. 2011–2026, 2023.

[19] F. Liu, Y.-F. Liu, A. Li, C. Masouros, and Y. C. Eldar, “Cramér-Rao
bound optimization for joint radar-communication beamforming,” IEEE
Trans. Signal Process., vol. 70, pp. 240–253, 2022.

[20] I. Bekkerman and J. Tabrikian, “Target detection and localization using
MIMO radars and sonars,” IEEE Trans. Signal Process., vol. 54, no. 10,
pp. 3873–3883, Oct. 2006.

[21] F. Xu, J. Yao, W. Lai, K. Shen, X. Li, X. Chen, and Z.-Q. Luo,
“Coordinating multiple intelligent reflecting surfaces without channel
information,” IEEE Trans. Signal Process., vol. 72, pp. 31–46, 2024.


